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------------------------------------------------ABSTRACT--------------------------------------------------- 
As the information available on World Wide Web is growing the usage of the web sites is 
also growing.  Since each access to the web pages are recorded in the web logs it is 
becoming a huge data repository which when mined properly can provide useful 
information for decision making. The designer of the web site, analyst and management 
executives are interested in extracting this hidden information from web logs for decision 
making. In this research paper we proposed a method to categorize the users into faithful, 
Partially Impatient and Completely Impatient user, page wise so that study of user 
behavior can be easier. To categorize the user we proposed one new information in the web 
log that represent each instance of refreshing. We used the markov chain model in which 
we treated the clicking of Refresh button as another state i.e. Refresh State. We derive 
some theorem to study each type of user behavior and show that how do users behavior 
differ. 
 
Keywords - Adaptive web sites, Markov chain model, Pattern discovery, Transition 
probability, Web mining.  

 
 

---------------------------------------------------------------------------------------------------------------------------------- 
Paper submitted: 02 June 2009           Accepted: 13 Sept. 2009 

--------------------------------------------------------------------------------------------------------------------------------- 
 
 

1. Introduction 
orld Wide Web is a huge data repository and is 
growing with the explosive rate of about 1 million 
pages a day. As the information available on World 

Wide Web is growing access to the web sites by its users is 
also growing.  In a Web site with a large number of Web 
pages, users often have navigational questions, such as, 
where am I? Where have I been? And where can I go [1]? 
We can easily find out the answer of the first two questions 
i.e. Where am I? and Where have I been? But, the question 
where can I go? Is trickier and require prediction based on 
the previous trends. Useful information about Web users, 
such as their interests indicated by the pages they have 
visited, could be used to make predictions on the pages that 
might interest them. But, this type of information has not 
been fully utilized to provide a satisfactory answer to the 
third question. A good web site is that which has capability 
to help the users to find answers to all three questions. Web 
sites that change their presentation and organization to help 
users find the answer to the third question on the basis of 

next page access prediction are known as adaptive Web 
sites. There are so many methods are available to predict the 
next page access. One of them is to use Markov model to 
represent the users� past visiting behavior and apply the 
Markov chain to predict the web page that may be visited 
next by the user. In this approach web logs are used to 
represent the previous visiting behavior. Pages that can be 
accessed by a user in the next click are evaluated based on 
the current position of user in the web site and his/her 
visiting history in the Web site stored in the web log. Web 
site can be represented using a graph called next link graph 
which is based on user previous access behavior stored in 
web log. This graph is presented in the form of transition 
probability matrix called transition matrix in short which 
contains one-step transition probabilities (T.P.) in the 
Markov model. The Markov model is then used for next 
page access prediction by calculating the conditional 
probabilities of visiting other pages in the future given the 
user�s current position and/or previously visited pages.  

In general reaching on a web page is represented as one 
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state of the Markov chain model but many times we find that 
after typing the URL the web page is not open. In such case 
user either switches to other web page or press the refresh 
button. But web log does not have any entry for refresh 
button. Thus there is no state to represent this situation. If 
we assume that web log has an entry per refresh button click 
or refresh button click can be detected from the web logs, we 
can represent this situation by introducing a new state that 
will represent the refresh button click. Then we can study the 
impact of the refreshing (using refresh state) on the 
Transition Probability (T.P.) which is the theme of this 
chapter. In this research work based on the refresh button 
click we divided the user into three categories: faithful user, 
partially impatient user and completely impatient user and 
did the simulation study to compare the users� behavior. 

2. Related Work 

With the prevalence of the World Wide Web and people�s 
reliance on it in society today, ensuring satisfactory 
performance and reliability of web servers and web sites is 
becoming increasingly important. Because of the close 
resemblance between web applications and the state 
transition mechanism, Markov models have been widely 
used for modeling users� web navigation behavior [2]. 
Several researchers have proposed the use of Markov chain 
models to model user access pattern. Sarukkai [3] proposed 
Markov models for predicting the next page accessed by the 
user. Cadez et al. [4] utilize Markov models for classifying 
browsing sessions and a clustering technique to group users 
with similar navigation patterns (each cluster is represented 
by a Markov model). Eirinaki et al. [5] propose a method 
that incorporates link analysis, such as the pagerank 
measure, into a Markov model in order to provide Web path 
recommendations. 

Jianhan Zhu, Jun Hong, John G. Hughes in [6] used 
Markov models to find conceptual clusters of Web pages 
based on link similarities between Web pages. In [7], they 
presented PageRate algorithm to give search results ratings 
based on past users� accumulated navigation behaviors on 
Web sites, and PageClustering algorithm to cluster Web 
pages with similar in-links to form conceptual categories to 
integrate with search results. In [8], they used a transition 
matrix compression algorithm to compress the Markov 
model of a Web site to an optimal size for efficient link 
prediction on the Web site. Kleinberg [9] proposed HITS 
algorithm to find authorities and hubs based on the Web link 
structure. 
     Several extensions to the simple Markov chain model 
have introduced. For example: Anderson et al. [10] proposed 
a Markov model's extension that incorporates relational 
predicates into states. Deshpande et al. [11] propose 
techniques for combining different order Markov models to 
obtain low state complexity and improved accuracy. 
Albrecht et al. [12] built a hybrid Markov model which 
combined four Markov models for pre-fetching documents. 
They assumed that the page sequence a user had visited was 
a Markov chain and applied the time factor in the Markov 
model. Deshpande and Karypis [11] proposed a technique 
that builds kth-order Markov models and combines them to 
include the highest order model covering each state; a 
technique to reduce the model complexity is also proposed. 

Pitkow et al[13] built a path-based system. They wanted to 
find out the longest repeating page subsequence (a path) that 
all users have visited. Su et al. [14] applied the n-gram 
language model into the pre-fetching systems. They 
considered a sequence of n web pages as an n-gram. By 
counting the times each n-gram appears, they give the 
prediction based on the maximal count. 
     We can find so many research papers of Jose´ Borges and 
Mark Levene based on Markov chain model. In [15] they 
proposed a first-order Markov model for a collection of user 
navigation sessions, and, more recently, they have extended 
the method to represent higher order conditional 
probabilities by making use of a cloning operation [16], 
[14]. In addition, they have proposed a method to evaluate 
the predictive power of a model that takes into account a 
variable-length history when estimating the probability of 
the next link choice of a user, given his or her navigation 
access sequence [17]. In [18] they proposed a new method to 
measure the summarization ability of a model, by which we 
mean the ability of a variable-length Markov model to 
summarize user access pattern up to a given length. An 
alternative approach to model user sessions is tree-based 
models. For example Dongshan and Junyi [19] propose a 
hybrid-order tree-like Markov model to predict web page 
access which provides good scalability and high coverage of 
the state space, also to predict the next page access. Chen 
and Zhang [20] utilized a Prediction by Partial Match forest 
that restricts the roots to popular nodes; assuming that most 
user sessions start in popular pages, the branches having a 
non popular page as their root are pruned.  
     In our research we use a simple Markov model with a 
new state named �Refresh State�. And study the impact of 
refreshing by varying the probability of refreshing on the 
next page access probability. 

3. Markov Chain Model 

Markov chain, named after Andrey Markov, is used to 
model a stochastic (random) process with the Markov 
property. Having the Markov property means that, given the 
present state, future states are independent of the past states. 
In other words, the description of the present state fully 
captures all the information that could influence the future 
evolution of the process. That means future states will be 
reached through a probabilistic process instead of a 
deterministic one. 

At each instant the system may change its state from the 
current state to another state, or remain in the same state, 
according to a certain probability distribution. The changes 
of state are called transitions, and the probabilities 
associated with various state-changes are termed transition 
probabilities (T.P.). 
In general Markov chain model can be defined by a tuple   < 
X , T , λ >, where  

1. X is a set of states called state space 
2. Transition Matrix T, and  
3. λ is the initial probability distribution on the states 

in X. 
 

3.1 Building Markov Models from Web Log Files 
Markov models have also been used to analyze web 
navigation behavior of users. A user's web navigation on a 
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particular website can be modeled using first- or second-
order Markov models and can be used to make predictions 
regarding future navigation and to personalize the web page 
for an individual user. To understand how is Markov chain 
model is used to model user access patterns we use the 
following example- 
Example : Suppose we have a web site of three pages {I, J, 
K}. Following are the sequence of user access per session 
mined from web logs- 

(1) I, J, K, J     (2) I, K, J, K, K     (3) J, K, J     (4) R, I, J. 
     Each navigation session suggests the order in which 
sequence of pages accessed by a user. We can think each 
page accessed by the user as a state. We introduce two more 
states say start state S: representing the access to the first 
page and a final state F: representing the last state.  Hence 
our state space X={S, I, J, K, F}. 
     The navigation from one page to another can be thought 
as state transition. In each session, each sequence of two 
pages say I, J corresponds to a transition from one state ( I ) 
to another ( J ). Figure 1 suggests the transition diagram for 
first session according to our example.  
     Fig 1 shows the complete model for the set of navigation 
sessions given in the example. Since final state is reachable 
from every other state and there is no out transition from 
final state, the state F is an absorbing state, hence this model 
is absorbing Markov chain model. According to the 
discussion above we can formally define the Markov chain 
model for our example as follows: 
 

X={S, I, J, K, F}, λ=<3/15, 6/15, 6/15, 0> 
 

 
 

T= 
 
      
 
 
 
 

 
 
 
 
 
 
 

 
Figure 1: The complete Markov model for all sessions given in 

example 

4. Markov Model with Refresh State 

Let our web site is consist of three web pages named A, B, 
C. As in the example in previous section we can introduce 
two more state namely Start State and Finish State 
represented by S and F respectively. Since there is no 
information in the web log for refresh button click. We 
assume that web log has an entry per refresh button click or 
refresh button click can be detected from the web logs, and 
we can introduce a new state say Refresh State R, that will 

represent the refresh button click. Then the model is shown 
in fig 2.  
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: The Markov model with refresh state 
 
As shown in the fig 2, we have the variables to represent 

transition probability (T.P.). Name of the variables 
indicating the T.P. are shown as the label of the edges. A 
user can start accessing the Web site by accessing any of the 
three web pages. Labels on edges from S to other states are 
indicating the initial probability. As shown in the figure 
there in no edge from S to R and S to F indicating that 
without accessing any web page user neither presses the 
refresh button nor does he close the web site. Hence the 
tuple   < X , T , λ > that define Markov chain model is as 
follows:  
X  =  { S, A, B, C, R, F } 

T  =  
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 λ  =  { 00,,3p,2p,1p } 

4.1 Some Results for nth Attempts 
As shown above, the starting conditions are: 

1
(0) pAXP =





 = , 

2
(0) pBXP =
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3
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 = .  

As we have discussed, there are three types of users Faithful 
Users, Partially Impatient Users and Completely Impatient 
Users. We formally define each type of user: 
4.1.1. Faithful User: Users that try to open a particular 

page but press refresh button if page is not open soon 
and do not switch to other web pages, can be 
categorized into faithful users. 

4.1.2. Partially Impatient Users: A user that try to open a 
particular page if the page does not open he either press 
refresh button or he switch to any other page can be 
categorized as Partially Impatient Users. User has little 
patient to wait and again try to open that particular page. 

4.1.3. Completely Impatient Users: Users that try to open 
a particular page if it does not open they switch to any 
other page but do not refresh can be categorized as 
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completely impatient user. User can not wait or retry he 
give up the access to the page and go for any other page. 

The probability function for nth attempt is different for 
different type of users. Deriving the probability function 
requires very large space. Therefore, we are not giving the 
derivation in this paper. In this section we only summarize 
the nth attempt probability function for each type of user in 
form of theorem. 
 
4.1.1.  nth Attempt Results for Faithful User 
A Faithful user at the n-1th attempt can be either on a 
particular web page of which he is a Faithful user (for 
example he can be at state A if he is a Faithful user of page 
A) or it can be at state R. Then the probability of reaching 
on states A, B, C on the nth attempt can be calculated using 
the following theorems-  
Theorem 1: The T.P. of reaching on state A at nth attempt 
when user is faithful 

(i) When n is even 
          n

13
n
31

2n qqpA)(XP =



 = ,   For n=0,1,2,3�. 

(ii) When n is odd 
   

0A1)(2nXP ==+












  , For n= 0,1,2,3�� 

Theorem 2: The T.P. of reaching on state B at nth attempt 
when user is faithful   

(i) When n is even 
n
14

n
72

2n qqpB)(XP =

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(ii) When n is odd 
 0B)(XP 12n =


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Theorem 3: The T.P. of reaching on state C at nth attempt 
when user is faithful-  

(i) When n is even 
 n

15
n
113
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
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4.1.2. nth Attempt Results for Partially Impatient User 
If user continuous with attempts to access web pages then at 
the n-1th attempt he can be at state A, B, C or user can do 
refresh which we represent the state R that means user can 
be at state A or B or C or R then the probability of reaching 
on states A, B, C on the nth attempt can be calculated using 
the following theorems- 
 
Theorem 4: The T.P. of reaching on state A at nth attempt 
when user is partially impatient- 

(i) When n is even 
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(ii) When n is odd 
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Theorem 5: The T.P. of reaching on state B at nth attempt 
when user is partially impatient- 
(i) When n is even  
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(ii) When n is odd 
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Theorem 6: The T.P. of reaching on state C at nth attempt 
when user is partially impatient- 
(i) When n is even  
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4.1.3.  nth Attempt Results for Completely Impatient 

User 
A Completely impatient user if continuous with attempts to 
access web pages then at the n-1th attempt he can be at state 
A, B and C then the probability of reaching on states A, B, C 
on the nth attempt can be calculated using the following 
theorems- 
Theorem 7: The T.P. of reaching on state A at nth attempt 
when user is completely impatient:  
(i) When n is even 
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(ii) When n is odd 
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Theorem 8: The T.P. of reaching on state B at nth attempt 
when user is completely impatient:  
(i) When n is even 
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(ii) When n is odd 

nqn)qqpq(pn2B)(XP
14710311

12n +=




 =+ ,  

For n= 0,1,2,3�� 
Theorem 9: The T.P. of reaching on state C at nth attempt 
when user is completely impatient:  
(i) When n is even 
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(ii) When n is odd 
 nqn)qqpq(pn2C)(XP
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5. Simulation Study 

Initially we observe the behavior of each type of user 
individually by varying the value of refreshing probability 
(q3 and q13 for page A, q7 and q14 for page B and q11 and q15 
for page C) of each type of user. We draw the graphs 
between the number of attempt and T.P. The graphs are as 
follows: 
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Fig 3(a)                                    Fig 3(b) 

Figure 3(a) and 3(b): Faithful user of page A. 
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Figure 4(a) and 4(b): Faithful user of page B. 
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Fig 5(a)                                        Fig 5(b) 

Figure 5(a) and 5(b): Faithful user of page C. 
 

     As shown in the fig 3(a), 3(b), 4(a), 4(b), 5(a) and 5(b) 
above, we find that for any value of q3, q13, q7, q14, q11 and q15, 
T.P. decreases as the number of attempts increases. With 
higher value of q3, initially T.P. is high but it decreases 
rapidly as attempt increases. While for lower value of q3 
initially T.P. is low and it decreases slowly. The same results 
obtained when we vary the T.P. q13 i.e. the T.P. of going 
from refresh state R to state A.  The second trend we find is 
that for faithful user varying the probability of going from 
any page to refresh state and from Refresh state to any page 
does not affect the T.P. That is T.P. from any page to refresh 
state and from Refresh state to any of the page is same. The 
T.P. for even attempt is decreasing as the attempt is 
increasing. While the T.P. for odd attempt is zero. That is 
why we got fluctuating graph. The graphs for web page B 
and C have same pattern as for page A only difference is 
their initial probability. This indicates that behavior of the 
faithful user is same regardless of web pages. 
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Figure 6: Partially Impatient user of page A. 
 
     The graphs for Partially Impatient Users are different 
than faithful users and Completely Impatient users as shown 
in fig 6(a), 6(b), 6(c). With the low value (0.2) of q3 when 
we vary q13 from 0.3 to 0.7 completely impatient user�s 
behavior is same. The graph shows that till 5th attempt for 
even number of attempt, T.P. is high and it drops at odd 
number of attempt and increases at even number of attempt 
but for further attempts it becomes zero irrespective of even 
or odd. For medium value (0.5) of q3 and different values of 
q13 T.P. with respect to number of attempt is fluctuating but 
reducing towards zero as the attempt is increasing. Also for 
higher value of q13 graph is fluctuating at the higher side of 
T.P. and for higher value of q13 it fluctuating comparatively 
lower side of T.P. But after 8th attempt it becomes zero.  
     Graphs for higher value of q3 (q3=0.75) shows very 
different results. It shows that for higher value of q13 (i.e. 
q13=0.7), possibility of having Partially Impatient user at 
page A is increasing as the number of attempt increasing, 
while for moderate value of q13 (i.e. q13=0.5) T.P. is 
decreasing slowly and for lower value of q13 (i.e. 0.3) the 
T.P. is decreasing and it becomes zero from 5th attempt 
onwards.    
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Figure 7: Partially Impatient user of page B 
 
     In fig 7, we find same behavior for the lower and medium 
value of q7 but for higher value of q7 (i.e. q7=0.75) each line 
shows different behavior. Line for q14=0.3 shows initially 
fluctuating pattern then it become zero. Line for q14=0.6, 
increased up to second attempt then decrease up to forth 
then fluctuate upward and downward on every next attempt 
but slowly declining towards zero. Line for q14=0.7, 



Int. J. Advanced Networking and Applications   
Volume: 01, Issue: 02, Pages: 76-84 (2009)  

 

81

increases up to fourth attempt very slowly but after that 
fluctuate upward and downward but upward peak goes 
higher slowly. That means at the higher number of attempt 
probability of having at page B of the Partially Impatient 
user is higher if both q7 and q14 (i.e. probability of going 
from page B to refresh state and from refresh state to page 
B) are high, zero if any of the q7 and q14 are low and very 
less (about zero) if both q7 and q14 are medium or if one is 
medium and one is high.  
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Fig 8(c) 

Figure 8: Partially Impatient user of page C 
 
     Fig 8(b) shows that for q11=0.5 and q15=0.7, T.P. 
increased on the first attempt, on second attempt it decreases 
very slowly but on the third attempt T.P. is dropped 
drastically. And for the further attempt it slowly decline 
towards zero. For q11=0.5 and q15=0.6, T.P. decreased 
slowly till second attempt but on the third attempt it 
decreases drastically and on the further attempt it goes 
towards zero. 
     Behavior of the Partially Impatient user when q11=0.7 and 
q15=0.7 is again fluctuating, for odd terms it is increasing 
and for even terms it is decreasing. That is, if we draw a line 
for odd terms only we find an inclined line which means 
probability of having at page C is increase as the attempt 
increases. But when q11=0.7 and q15=0.6 graph is declined 
till forth attempt then we get fluctuating graph. For q11=0.7 
and q15=0.3 as attempt increases probability of having on 
page C is decreases rapidly and very soon becomes zero.  
One important conclusion we can derive from the graphs 
shown in figures from 3 to 7 that to study the users� behavior 
we should restrict the attempt number till five. 
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Fig 9(a): Page A                           Fig 9(b): Page B 
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Fig 9(c): Page C 

Figure 9: Completely Impatient User.  

     To study the behavior of the Completely Impatient user 
we again draw the graphs, page wise, between number of 
attempt and T.P. as shown in the fig 9(a), 9(b) and 9(c). 
With the initial probability for page A p1=0.4 we find again 
fluctuating graph. Where for both even and odd terms, T.P. 
is decreasing rapidly as attempt increases. After sixth 
attempt T.P. becomes zero. Same pattern is shown for page 
B with initial probability p2=0.35. But with the initial 
probability p3=0.25, graph for page C shows some different 
pattern. T.P. for page C is decreasing as the number of 
attempt is increasing but constantly without any influence of 
even number of attempt or odd number of attempt. Since 
expression for calculating T.P. for page A, B and C have 
symmetry. We can conclude that  if the initial probability is 
low then behavior of partially impatient user is different that 
is reflected as constant declining graph while for higher 
initial probability Completely impatient user behavior is 
different that is indicated by fluctuating graph. 
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Figure 10: Comparison between different users of page A for even 

attempt when q13 is low. 
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Fig 11(a)                                    Fig 11(b) 

Figure 11: Comparison between different users of page A for odd 
attempt when q13 is low. 

 
     Fig 10 shows that, there is no impact on the T.P. on 
Completely Impatient user for any value of q3 for attempt 
number two and four. That means Completely Impatient user 
of page A is not affected by refreshing. But for attempt four 
T.P. of Completely Impatient users is very low. The T.P. of 
Faithful User and Partially Impatient user for attempt two is 
increasing with the refreshing probability but the difference 
between both is that T.P. for Partially Impatient users� 
growing more rapidly than faithful user. While on 4th 
attempt, for low value of refreshing, T.P. of all types of user 
are approximately same. But T.P. of faithful user is 
approximately zero and T.P of Partially Impatient users� is 
growing like exponential curve. Also, T.P. of Partially 
Impatient user for lower refreshing is lower than the 
Completely Impatient user but as the refreshing rate is 
increased the probability of having at page A of Partially 
Impatient user also increased. 
     For odd number of attempt and lower value of q13 T.P. of 
Partially Impatient user is growing with the refreshing 
probability(q3) but T.P. of all others are very low 
approximately zero and not changing. 
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Fig 12(a)                                    Fig 12(b) 

Figure 12: Comparison between different users of page A for even 
attempt when q13 is high. 

     From fig 10(a) and 12(a) we can find that T.P. of 
Completely Impatient user will not be affected by q13. 
Secondly the T.P. of Faithful user is lower than the T.P. of 
Completely Impatient user for any value of q3 when q13 is 
low but higher value of q13, T.P. of faithful user is initially 
lower than the Completely Impatient user but as the value of 
q3 is increased over 0.45 T.P. of faithful user crosses the 
T.P. of Completely Impatient user. 
 

q3 when q13=0.8  for attempt 1

0.000

0.100

0.200

0.300

0.400

0.3 0.4 0.5 0.6 0.7 0.8 0.9

T.
P.

F-A PI- A CI-A

   q3 when q13=0.8 for attempt 3

0.000
0.100
0.200
0.300
0.400
0.500

0.3 0.4 0.5 0.6 0.7 0.8 0.9

T.
P.

F-A PI- A CI-A

 
Fig 13(a)                                     Fig 13(b) 

Figure 13: Comparison between different users of page A for odd 
attempt when q13 is high. 

     As shown in the charts in fig 10(a), 10(b), 11(a), 11(b), 
12(a), 12(b), 13(a) and 13(b) the T.P. is low for lower value 
of q13 and T.P. decreases with the attempt, but T.P. of 
Partially Impatient user is increased as the Refreshing 
probability increases. 
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Fig 14(a)                                     Fig 14(b) 

Figure 5.14: Comparison between different users of page B for 
even attempt when q14 is low. 
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Figure 15: Comparison between different users of page B for odd 
attempt when q14 is low. 
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Figure 16: Comparison between different users of page B for even 
attempt when q14 is high. 
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Fig 17(a)                                    Fig 17(b) 

Figure 17: Comparison between different users of page B for odd 
attempt when q14 is high. 

 
     The pattern for page B is similar to pattern for page A the 
only difference is that since here we taken the lower value of 
q14=0.5 T.P. is higher. Since there is similarity in the 
probability calculating function of page A, B and C if we 
assign the same probability we can not get the difference in 
the T.P. hence to study the changes in the T.P. we have 
taken different probabilities. And the resultant changes can 
be seen from the charts. To study the behavior of different 
users of page B we used q6=0.4 and q10=0.6. 
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Figure 18: Comparison between different users of page C for even 
attempt when initial probability p3 is high. 
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Figure 19: Comparison between different users of page C for odd 
attempt when initial probability p3 is high. 

     
     When the initial probability of page C is high that is 
p3=0.5 and p2=p1=0.25 then for odd attempt T. P. is very low 
and can not reach to 0.2 while on other hand for even 
attempt T.P. is reached to approx. 1.  For any attempt T.P. of 
Partially Impatient users are higher than T.P. of other types 
of user. T.P. of Completely Impatient user is constant 
without affected by q11 and q15. But T.P. is fluctuating (high 
for even number terms and low for odd number of terms). T. 
P. of faithful user is zero for odd number of terms and for 
even number of terms it is initially low and increased slowly 
with the value of q11.   
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Figure 20, Comparison between different users of page C for even 
attempt when initial probability p3 is low. 
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Figure 21, Comparison between different users of page C for odd 
attempt when initial probability p3 is low. 

     For page C if its initial probability is low that is p3=0.1, 
then the pattern found is same as found for p3=0.5. For odd 
attempt there is not very much difference in the T.P. for low 
values of refreshing (q11) but as the refreshing rate 
increased the difference in the T.P. of different user expand. 
For odd number of attempt the T.P. of faithful user and T.P. 
of Completely Impatient user is constant with respect to 
refreshing. While for even number of attempt the T.P. of 
Faithful User is increasing with the refreshing but very 
slowly in comparison to the Partially Impatient user. Also, 
T.P. of all the users is decreasing with respect to attempt 
irrespective of even or odd attempt.   
 
6. Conclusion and Future Directions 
In this paper we focus on the problem of creating adaptive 
web sites: sites that automatically improve their organization 
and presentation by mining visitor access data collected in 
Web server logs. In our approach we used Markov chain 
model in which we treated the clicking of Refresh button as 
another state i.e. Refresh State. Based on this assumption we 
categorized all the users into three category faithful users, 
partially impatient users and completely impatient users. We 
proposed some new theorems for calculating the T.P. of 
different category of user (page wise) for odd number of 
attempt and for even number of attempt. Then using these 
theorems we did simulation study to prove the 
categorization. We studied the individual behavior with 
respect to attempt and refreshing. We also did comparative 
study of behavior of different types of user of each page. We 
find that- 

1. Behavior of the faithful user is same regardless of 
web pages. That is probability of having at a page 
fluctuate, there is some probability (chances) to be 
in even number of terms but for odd number of 
terms probability is zero.  

2. If the initial probability is low then behavior of 
Completely Impatient user is different that is 
reflected as constant declining graph while for 
higher initial probability Completely Impatient user 
behavior is different that is indicated by fluctuating 
graph.  

3. The probability of having at a page for Partially 
Impatient user is fluctuating but in all declines 
towards zero for lower and medium probability. 
But for higher refreshing probability being on the 
page increase with the number of attempt.   

4. For odd number of attempt and lower value of q13 
T.P. of Partially Impatient user is growing with the 
refreshing probability(q3) but T.P. of all others are 
very low approximately zero and not changing. 

5. T.P. of Completely Impatient user of page A is not 
affected by refreshing. But T.P. of Completely 

impatient user decreases with respect to number of 
attempt. 

6. The T.P. with respect to refreshing is increased 
exponentially for Partially Impatient user, constant 
for Completely Impatient user and slowly increases 
for faithful user. Hence the T.P. is approximately 
same for low refreshing but for high refreshing we 
can see grate difference in the T.P. of different type 
of user. 

     The different behavior proves the classification of users. 
It provides a good method of user classification that can be 
used for better behavior study.  The designer of the web site 
can focus for any individual category of user.  

     The draw back of this approach is that if the refreshing 
rate will be very low then this categorization may be 
insignificant. Also this approach is basically statistical and 
approach can be useful only for high visitation sites. One 
another draw back is that if the web site has so many pages 
the dimension of the transition matrix will be very high that 
may cause presentation and memory problems. But this 
approach is novel and effective for many circumstances. 

     This approach is based on the assumption that each 
instance of refreshing can be identified. Thus some good 
algorithm should be developed so that either each attempt to 
refreshing a page can be recorded in the web log or by some 
means it can be identified from the web log.  
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